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Transfer learning



Use pablo’s slides



































Multi-task learning







Unsupervised representation learning











SimCLR

Pretext task: augmentation

Same object (different image) must
have a similar representation 

Different objects must have different
representations

 

“A Simple Framework for Contrastive Learning of Visual Representations” Chen et al. 2020



Many other pretext task are possible

“Masked Autoencoders Are Scalable Vision Learners” He et al. 2021



Attention and transformers



Transformers step by step

A transformer processes sequential data, like text or time series, by capturing 
complex dependencies and relationships between elements in the sequence using 
self-attention mechanisms. 

“Attention is all you need”  Vaswan et al  2017.



Transformers step by step

The encoder and decoders are a stack of identical layers or blocks (each with with 
different weights). The encoder and decoder block share a core feature: the 
self-attention mechanism 



Transformer block

A transformer block “transforms” a collection of n objects in R^d to another collection of objects in R^d.

 
“The Transformer Model in Equations” John Thickstun, 2021



Transformer block

 n=2
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Transformer block

 



n=2

Transformer block

 

These linear layers expand (from 
d to m) then reduce (back to d) 

the dimension of the vectors 



Transformer block

The matrices W and Layernorm parameters are all learnable parameters. 

If we suppose the weights α fixed, then the output of the block boils down to a stack of two linear layers. 

However, since the weights α change with the input, a different linear is applied to each the n inputs!

The transformer ignores any sequence structure.  If this structure exists, it must be explicitly encoded in the input vectors



Classic transformer parameters

● Dimension of the input x vectors  d = 512
● Dimension of the “projected” vectors k = 64
● The intermediate dimension of the linear 

layers is set to m = 2048
● Attention heads H = 8 
● Transformer layers L=6 (in the encoder) 

Training consisted in predicting the next “word” in sentences.

Illustrations from “Attention is all you need”  Vaswan et al.  2017.



Positional encoding!

A transformer is fundamentally a bag of features model, operating on a collection 
of n unordered, d-dimensional features.

To model positions in a transformer, we need to express these positional 
relationships as data.

For that each vector x in the sequence is attached with a “positional code” in the 
form some extra dimensions.





Vision Transformer (ViT) 



Some attention maps from a ViT





Text-Image models



Image + text

Why using text and images?

● Appreciating natural language as a training signal → multi-modality
● No burdensome label crafting
● More scalable data (lots of it)
● Flexible zero-shot transfer



CLIP (Contrastive Language–Image Pre-training) 2021

● Encodes image, and text to similar 
embeddings

● Proprietary dataset WebImageText 
400M of various images with a caption 
text from the internet → openCLIP 
alternative 5B images 

● Trained with contrastive learning, 
maximizing cosine similarity of 
corresponding image and text

● CLIP’s output image embeddings 
contain both style and semantics

● Multi-modal understanding
○ leverage natural language as a flexible 

prediction space to enable generalization and 
transfer 

https://github.com/mlfoundations/open_clip


CLIP contrastive losses



CLIP architecture

● text and image have separate transformer encoders
● visual encoder is ViT (vision transformer)
● text encoder is GPT-2 transformer
● the fixed-length text embedding is extracted from [EOS] token position,
● trained on 256 GPUs for 2 weeks



CLIP zero shot classification

● create for each class a text -> embedding
● cosine similarity between image and text 

embeddings

● Zero-shot classification, but fails on 
abstract or systematic tasks like counting



Segment Anything Model   [Kirillov et al. 2023]

https://segment-anything.com/demo

https://segment-anything.com/demo


Segment Anything Model (SAM)

● It is a prompt-based zero-shot image segmentation model: It can segment 
any object without prior training of the specific object class. 

● It is based on a Vision Transformer (ViT) pretrained with a self-supervised 
Masked Autoencoder (MAE) strategy.

● SAM was trained using billions of images and high-quality segmentation 
masks from diverse image sources (SA-1B Dataset).

● SAM is trained to respond to various prompts (points, boxes, text)



Segment Anything Model


